Vionitoring on z/C



This webcast dlscusses TCP/IP appllcatl on end to end response time
measurement, what it is, what it isn’t, some of the pros and cons to
various ways of gathering data, and the mportance of breaking the
data into network and host components.

We cover abit of 3270 historical perspective and then moveto
RFC2562, TN3270 and the present. From there we discuss
measurement in another RFC-based application, HT TP, and finally
cover more generalized non-RFC-based | P applications such as CICS
sockets. We also talk about problems faced in measuring response
time in a complex, multi-tiered environment.



software pport, prduct Installation, qu Ity assurance,
and training.
e Current: Senior Systems Engineer
VIP (Vitalsigns visionnet | P monitor)
SDS (Software Diversified Services)
e Prior— CA / Sterling / Interlink
e But enough about me...Let'stalk about IP.



TN3270.

(And what it is not)
Ways to measure it, pros and cons.

Evolution of measurement and application to increasingly
complex applications.

Present afew cases of response time monitoring.
Note: focus here is on z/OS perspective.



applications cannot deliver new efficienciesif the network can't
support them.

Y ou need more people, more desks, more workstations to handle a
given volume of transactions since each person can do fewer
transactionsin a given amount of time.

It'sagood indicator of overall performance.

Service-Level Agreements, internal and external, require
documenting response time.
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e Round Trip Time (RTT): ISisthetime
It takes to send adatagram and getan
acknowledgement.

e |ISRTT Response Time?

« NO!!I - TCP Round Trip Timeisonly one
component of response time for a TCP based
application




— Per Wikipedia: “ping is acomputer network tool used to test
whether a particular host is reachable across an | P network. Ping
works by sending ICMP *echo request” packets to the target host
and listening for ICMP “echo response” replies. Using interval
timing and response rate, ping estimates the round-trip time and
packet |oss rate between hosts. “

This does not measure response time, though it is sometimes used to
approximate it.

Itisalsonot RTT.
It's not even TCP!
— Pingtimesand RTT for the same | P pair often differ greatly



be fragmented, could be decrypted by external 1Psec/VVPN device
TCPIP stack (could be decrypted — 1 Psec)

Telnet server (internal/external) (could be decrypted — SSL)
Session manager? — TPX, Multisess, etc.

SNA routing (could go back to IP (UDP) viaEE)
Application—TSO/ CICS/ ?

Database calls?

Thisis getting long, and then the response has to reverse al this and
follow the popcorn trail al the way back again.



It does not include application time to process requests,
generate replies.

It does not include SNA time to move messages through
the SNA network.

It does not include time to encrypt/decrypt via SSL



e 2)Host/ server end



her pain”
M ost accurate
measurement.

response time into its
network and server
components

Need to deploy many
monitors at many
clients.



components.

Accurate measurement of
server delays.

Simpler deployment,
lower cost.

Misses some client activity,
for instance, name
resolution lookup time,
which can matter for
something like HTTP.



an be moved arounc
— Can have multiple devices and measure at different points.

« Cons
— Costs for multiple devices
— May not be where you want it to be when you want it there
— Anin-line device can itself become a point of failure.

» Drop packets, causing TCP retransmits, slow start, even
potentially dropping a connection.

* Munge packets, corrupt data



forwarding traffic.
e Can be done in software

e Can be done on the server, or even in the actual
server software

e Sitting closer to or inthe server, it can provide
MOost accurate measurement of server time



Server-side

Pass-by (passive)






TN3270E
Server SNA Host
Ti mest anps

<---1P Network-------> <---SNA Network--->

request D

e Timestamp E minustimestamp D =“SNA” time
e Timestamp F minustimestamp E = IP time

e +/- response isthrown away if dynamically set by TN3270
server



Cient TN3270E Tar get

I I
I I
| Ser ver SNA Host |
| Ti mest anps |
I I
| <---1P Network------- ><---SNA Network---> |
I I
| request D |
[ > |
repl y(DR) E (I

I

I

e But over alarge number of connections it should average
OULt.



Session Initiation.
e But not all TN clients support TN3270E.

 |f the point of measurement is not in the TN3270
server, SSL will hide the TN3270 negotiation.

 |ncreased traffic with DR responses.




Server SNA Host

I I
I I
I I
| Ti mest anps |
I I
| <---1P Network------- ><---SNA Network---> |
I I
| request D |
| > |
reply E (.
R L L < |

I

TIMNG MARK req E

| TIM NG MARK rsp F |




mark processing

e Must insure two marks aren’'t sent before a
timing mark response

 Increased traffic with timing marks.



Server SNA Host
Ti mest anps

<---1P Network-------> <---SNA Network--->

request D

e Thisisnot amethod defined as part of the RFC since RFC
was written for TN3270E server and server doesn't seea TCP
ack. Most be implemented at a point where the ack can be
Seen.



Doesn’t care about Client NOP
No network overhead as with DR and Timing Mark
SSL isnot a problem

By moving measurement out of the TN server and not relying on
protocol specific actions like DR, method can be expanded to other
similar applications such asrlogin.




° u

— In practice have not seen delay ack prevent ack on TN connections

— Measurement of client processing in DR or Timing Mark methods
IS an inexact approximation of time to process user input and
response.



client to respond with a +/- acknowledgement (or timing
mark response).

(Server IP stack + network + client IP stack + client +
network + server | P stack).

« In modified (ack) version, the time it takes for aresponse
to go to from the server to the client and for TCP to send
an acknowledgment over the network.

(Server |P stack + network + client IPto TCP layer +
network + server | P stack).



response to go from the server through the SNA network
through application and back to server.

This could include SNA routing through EE
This could include session managers
This could include “end” application (CICS, TSO, IMS).

This could include time spent in a database that an
application has to access

“SNA” timeistypically application (host transit) time.

“SNA” time and | P time are two very different
components.



misconfiguration

Congestion, not enough bandwidth.

L atency and small transmission windows.
The wrong route.



— Lack of flow control at the network level can cause a"slow in the
middle" problem. Check this out: 27000Mb may run slower than
100Mb!

e Tuning:
— Increasing the transmission window too aggressively.

— Decreasing retransmission timeout too aggressively, thus causing
more retransmits.



— Anything that could affect IP routing



00-slow channel speed, and contention.
Excessive Workload.
| nadequate processors and slow processor speed.
Inefficient performance groups and dispatch priorities.

Application problem (could include database issues, inefficient
code, abends and abend recovery)

Other applications on same system sucking up resources
Other LPARS robbing yours.




— When they improved average response time from 2.2 secsto .8
Secs per transaction, the productivity of users doubled.

— And not just because of processing and data transfer. Long
response time means users lose their train of thought. They have to
"reboot" for the next transaction.

— Thadhani 1984, Lambert 1984.



o “Studies have shown that user productivity increases
significantly when system response time is consistent, even
If on average the response time islow [meaning slow]...

e “A singlelarge disturbance followed by high
responsiveness is less disruptive to a user's productivity
than many small unpredictable disturbances...”

— Petrou, Ghormley, Anderson.

|t makes sense when you think about it



e Every 7thtimel press"Enter," | get
distracted by the wait.



or "buckets."

The buckets provide asimple, visual
measure of consistency.

Bucket #1 is the target, the acceptable
response time.

Y ou typically want 90%-plus of
transactions in bucket #1, regardless
of your overall average response time.



second bucket, you have a
problem, no matter how low
your system's average
response time.



U J U Al A

average response times with an algorithm that variously
weights data from multiple sample intervals — the
“dliding windows.”

The result isthe “smoothed sliding average response
time.”

This technique emphasizes recent trends yet smoothes
ephemeral spikes.

It can recognize trouble arising in recent transactions, yet
avoid generating nuisance alerts — “crying wolf.”



— For instance on z/OS. Websphere, Neon Systems

— USS: Apache Tomcat, pretty much anything that runs on
Unix...

I———
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completes only afew transactions, then closes the
connection.

e Infact, HTTP v.1.0 does only one transaction per
connection, never more.

e One mouse-click usually means creating several HTTP
connections.

 These connections can be short lived.






onereply packet.
For file transfers, the big jobs of sending multiple packets, we have
FTP.

HTTP works in both roles. Clients request. Serversreply. Then they
transfer files.

An HTTP server therefore also has to be monitored like afile transfer.

And comparing times to complete file transfers isn't particularly
meaningful.

A 500 Kb message may travel afast network and still look slow
compared to a5 Kb message on a slow network.



Solution: measure First Byte Response Time

Thisisthetimeto send arequest and get the first byte of
response back.

Don’'t care if response is completely carried in one
message or runs for megs.

We' re measuring the responsiveness of the server here.



e Workssimilar to TN3270

I I
| dient HTTP Tar get |
| Server Appl i cation|
| Ti mest anps |
I I
| <---1P Network------- ><---Application---> |
I I
| request D |
| > |
I reply E I
[ i < |
| ] ack F |
I I




— Becausetheratio of transactions to handshakesisnearly 1:1 (itis
1:1 for HTTP 1.0).

2. 1st-byte response time, the HT TP equivalent of TN3270
transaction time.

— That is, thetime from the client sending its request, to receiving
the first packet of the server'sreply.

— That's how we can separate server time from IP network time.

3. Thedata-transfer rate.

— The number of bytes/second the server can send--same asfor FTP
transfers.



Mainfrarne Applications

TCP/IP Stack

Stack acknowledges;
sends connection request
(ack, syn)

Handshake tirme

Stack passes request to

SEFVEN

-

Server time

Stack sends 1st packet of
reply

IP netwaork time

1st-byte response time

Stack sends Znd packet
of reply

Stack sends 3rd packet
of reply

Data transfer rate =
bytes in 3 packets / ms.

IP Metwaork

Rernote Host, Client

b

ks

Zlient sends connection
request {syn)

Client acknowledges
(ack)

Client sends request

Client acknowledges 1st
packet of reply

Client acknowledges 2nd
& 3rd packets




* \Wrong route
* Not adirect result of fragmentation (could be indirect result)
— Problem in stack (up to TCP layer)

* Busy?

* Maybe the stack isn’'t getting cycles?
— Application

« Backlog can cause silent drops



— Congestion
— Latency
— Wrong route



Too-slow channel speed, and contention.
Excessive Workload.

| nadequate processors and slow processor speed.
I nefficient performance groups and dispatch priorities.

Application problem (could include database issues, inefficient
code, abends and abend recovery)

Other applications on same system sucking up resources
Other LPARS robbing yours.



e WWrong route
e TOS

— Low Delay, high throughput
e Small MTU/MSS



Window size

Window size scaling issues
— Proxy
— Implementation differences
Increasing the transmission window too aggressively.

Decreasing retransmission timeout too aggressively, thus causing
more retransmits.



» Blocksize
o Database issues
» All the stuff mentioned before on server issues



SOCKELS
 DB2 socket enabled backend
o Limitations

— Detail of where delays are along the path

— Doesn’'t understand totality of user experience which
could involve multiple apps on multiple servers
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here.

Could an external
(to TN3270)
factor be at play
here?

What sort of
external factor

might we look
for?



o TN3270 doesn’t move much data and wasn't terribly
Impacted by lack of bandwidth

 However, when | ran FTPs across the same segment,
TN3270 response times spiked.

 FTPswererun at regular intervals creating nice up and down
In TN3270 response time.
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transfer rate.

« What about that server spike at 8:307?

e That was uncontrolled (it happens), given the timeframe —
morning, about the time people get it, I’'m going to speculate
that it was due to load on the system as people got in and started
firing things up.
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